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ABSTRACT

MODELING DYNAMIC STALL FOR A FREE VORTEX WAKE
MODEL OF A FLOATING OFFSHORE WIND TURBINE

SEPTEMBER 2014

EVAN M. GAERTNER, B.Sc., JAMES MADISON UNIVERSITY
M.S.M.E., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Matthew A. Lackner

Floating offshore wind turbines in deep waters offer significant advantages to onshore
and near-shore wind turbines. However, due to the motion of floating platforms in response to
wind and wave loading, the aerodynamics are substantially more complex. Traditional
aerodynamic models and design codes do not adequately account for the floating platform
dynamics to assess its effect on turbine loads and performance. Turbines must therefore be over
designed due to loading uncertainty and are not fully optimized for their operating conditions.
Previous research at the University of Massachusetts, Amherst developed the Wake Induced
Dynamics Simulator, or WInDS, a free vortex wake model of wind turbines that explicitly
includes the velocity components from platform motion. WInDS rigorously accounts for the
unsteady interactions between the wind turbine rotor and its wake, however, as a potential flow
model, the unsteady viscous response in the blade boundary layer is neglected. To address this
concern, this thesis presents the development of a Leishman-Beddoes dynamic stall model
integrated into WInDS. The stand-alone dynamic stall model was validated against two-

dimensional unsteady data from the OSU pitch oscillation experiments and the coupled WInDS

\Y
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model was validated against three-dimensional data from NREL’s UAE Phase VI campaign.
WInDS with dynamic stall shows substantial improvements in load predictions for both steady
and unsteady conditions over the base version of WInDS. Furthermore, use of WInDS with the
dynamic stall model should provide the necessary aerodynamic model fidelity for future research

and design work on floating offshore wind turbines.

Vi
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CHAPTER 1
INTRODUCTION

Floating offshore wind turbines (FOWTSs) are a promising technology poised to provide
access to superior offshore wind resources, while avoiding competition of use issues prevalent
onshore and near-shore. However, floating platforms are a major technological leap, even
compared to fixed bottom offshore wind turbines. This is in part due to additional platform
motion which adds complexity to the unsteady aerodynamic operating environment of FOWTSs.
The existing techniques for modelling unsteady aerodynamics of FOWTs are currently

inadequate.

To address these concerns, previous work by Sebastian (2012) developed the Wake
Induced Dynamics Simulator (WINDS). WInDS explicitly accounts for platform kinematics
using a free vortex wake method. While the model accounts for rotor and platform dynamics and
their time-varying impact on the wake development, unsteady aerodynamics are not accounted
for at the blade section level. Instead, the current version of WInDS assumes static sectional
aerodynamics via two-dimensional airfoil lookup tables, and so while rotor-scale unsteadiness is
modeled in WINDS, it is ignored at the blade section scale. Modeling the physics of the unsteady
flow at the blade section scale should improve the accuracy of load predictions in WInDS,
therefore indirectly improving wake dynamics predictions and overall enabling more accurate
assessment of the aerodynamic behavior of FOWTSs. In an effort to improve the understanding of

the unsteady aerodynamics of FOWTS, this thesis has the following goals:

. Develop and validate a Leishman-Beddoes type dynamic stall model in Matlab
. Interface the dynamic stall model with WInDS
. Validate the coupled model
o Analyze the dynamics stall behavior of FOWTSs using the coupled model
1
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Chapter 2 provides relevant background information on offshore wind turbines, wind
turbine aerodynamics, and dynamic stall. Chapter 3 outlines the theory and mathematical
representation of a Leishman-Beddoes dynamic stall model. Chapter 4 discusses the
implementation of the Leishman-Beddoes dynamic stall model and validation against two-
dimensional data. Chapter 5 discusses coupling the dynamic stall model with WInDS, validation
of the combined code, and sample model results for FOWTs. Finally, Chapter 6 summarizes

conclusions and future research opportunities.
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CHAPTER 2
BACKGROUND

2.1  Offshore Wind

The best onshore wind resources in the United States (U.S.) are generally found on the
plains in the interior of the country or on mountain ridges, shown in Figure 2.1. Development of
these resources can be difficult because the plains have low population density and therefore low
electricity demand. Development of mountain ridges can be challenging due to competition for

use and view shed concerns.

United States - Wind Resource Map
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e

Figure 2.1: United States wind resource map

Offshore wind turbines are a promising application to avoid these issues due to strong
offshore wind resources and proximity to population dense load centers. Musial and Ram (2010)
estimated that there are sufficient wind resources within 50 miles of shore to provide four times

the electrical demand of the United States. Additionally, offshore wind turbines can be larger
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than onshore machines due to simplified transportation and have higher efficiency due to reduced

noise concerns.

Despite the potential, there are currently no offshore wind farms off the coast of the U.S.
due to technical and political challenges. An offshore operational environment is substantially
more complex due to wave loading, access issues, and additional expense for installation and
maintenance. As more of these concerns are addressed, the cost of offshore wind energy will
decrease and development will accelerate, as outlined by Kaiser and Snyder (2010) and Tegen, et

al. (2012).

2.1.1 Floating offshore wind turbines

International offshore wind energy development has largely been limited to depths less
than 30 m, the limit for monopile foundations. Shallow depths are typically close to the shoreline
where viewshed concerns can prevent development. Furthermore, Musial and Ram (2010)

estimated that 75% of the U.S. offshore wind resource is at depths greater than 30 m.

FOWTSs can provide access to deeper waters, mitigating competition of use concerns and
expanding the potential area for development. The technology also has the potential to reduce the
cost of energy through tow-out installation of fully assembled systems rather than offshore
assembly using specialized lift vessels. A wide variety of concepts have been proposed, however
all designs attain stability though a combination of ballast, buoyancy, and mooring line tension,
as shown in Figure 2.2. Yu and Chen (2012) provide an overview of the various FOWTs

concepts under development.
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Figure 2.2: FOWT stability concepts (Jonkman, 2007)

2.1.2 Modeling FOWTs

Wind turbines operate in complex unsteady flow fields. The underlying aerodynamics
are not fully understood leading to significant limitations to the state-of-the-art aerodynamic
models. This was clearly highlighted in a blind comparison conducted by the National
Renewable Energy Laboratory (NREL). Experimental data from the NREL Unsteady
Aerodynamics Experiment (UAE) at the NASA Ames 80 x 120 ft. wind tunnel were utilized.
Twenty independent “blind” sets of predictions were made by the participants, using a variety of
models. Simms, et al. (2001) showed the results range from 60% under-prediction to 150% over-
prediction. Even in the simplest case in a controlled environment, state-of-the-art models fail to

accurately predict wind turbine aerodynamic performance.

FOWTSs operate in even more complex conditions than fixed bottom turbines due to

additional platform motion. Floating platforms experience 6 degrees of freedom in response to
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wind and wave loading, depicted in Figure 2.3. This additional motion results in cyclical loading
that can shorten the lifetime of wind turbine components or lead to dynamic instabilities.
Additionally, platform motion can cause rapid unsteady wind velocity changes at the blade
section level. Sebastian and Lackner (2011) concluded that this would result in increased
occurrence and severity of dynamic stall. Sebastian (2012) and Sebastian and Lackner (2012)
also found that the complex dynamic inflow conditions due to rotor-wake interactions from
platform motion violated the underlying assumptions of many traditional modelling techniques

such as Blade Element Momentum Theory.

pirtﬂ”‘“‘»H 7 a/

Figure 2.3: Rotational and translational degrees of freedom for FOWTSs (Sebastian, 2012)
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2.2  Wind Turbine Aerodynamics
2.2.1  Aerodynamic properties of airfoils

An airfoil is a structure that generates lift as a result of favorable pressure gradients as it
moves through a fluid. Experimentation with airfoil shapes and properties began prior to the
advent of flight, but the first comprehensive study was conducted by the National Advisory
Committee for Aeronautics (NACA) in the 1930s and 1940s, summarized in Abbott (1949).

Figure 2.4 provides the nomenclature and typical shape of subsonic airfoils.

Leading Mean camber line
edge (halfway between top and bottom)
Angle of radius

attack Trailing

Chord, ¢

Leading
edge ,
Chord line Trailing
edge
angle

Figure 2.4: Airfoil nomenclature (Manwell, et al. 2002)

Figure 2.5 shows the components of the resultant force on an airfoil in a fluid flow. The
normal force and axial force (also referred to as the chord or tangential force) are perpendicular
and parallel with the airfoil chord line respectively and lift and drag are perpendicular and parallel
to the free stream velocity respectively. Equations 2.1 and 2.2 give the geometric relationships

for transferring from normal and axial force to lift and drag.

L =Ncos(a)+ Asin(«) [2.1]

D = Nsin(a)—Acos(«) [2.2]
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Figure 2.5: Components of the resultant force on an airfoil in a fluid flow (Anderson, 2007)

The aerodynamic properties for an airfoil shape can be experimentally determined in a
wind tunnel. Under steady conditions, i.e. constant wind speed and airfoil orientation, the lift
coefficient increases linearly with angle of attack under attached flow. At a critical angle, viscous
forces cause flow reversals and recirculation along the boundary layer on the suction side
resulting in flow separation. The airfoil experiences decreased lift and an increased drag under
separated flow at high angles of attack. This phenomenon is known as stall and the angle of
attack where stall begins is known as the static stall angle. Figure 2.6 shows a typical steady lift

curve.

Stall due to

flow separation
¢y

;= lift slope

o
/ﬂg_mﬁ

Figure 2.6: C_-alpha curve (Anderson, 2007)
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2.2.2 Potential flow modeling
2.2.2.1 Potential flow
Potential flow is a fluid dynamics analysis technique made possible by three key

simplifying assumptions:

e The flow is incompressible. This can be expressed by the continuity equation, Equation
2.3. This assumption is valid for wind turbine applications due to the low Mach number

flow fields.
vV-U=0 [2.3]

e The flow is irrotational, expressed in Equation 2.4. Viscous forces are only significant
for a thin boundary layer around an airfoil operating in subsonic flow. Therefore for

external flows around wind turbines, this is an acceptable assumption.
VxU=0 [2.4]

e The flow is inviscid. Due to the large Reynolds numbers for typical wind turbine flow
fields, the inertial forces are significantly larger than viscous forces, allowing viscous

effects to be neglected.

Equation 2.5 gives the vector identity which states that the curl of the gradient of a scalar
function is zero. By combining Equations 2.4 and 2.5, Equation 2.6 gives a new expression of

the velocity in terms of ¢, the velocity potential. The velocity potential function shows that

there exists some scalar function where its gradient is the velocity field.
VX(V¢)=O [2.5]

U=V¢ [2.6]
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Taking the gradient of the velocity potential function and applying incompressibility
yields Laplace’s equation, 2.7. The main advantage of Laplace’s equation is its linearity. This

allows complex flows to be modelled by the superposition of multiple elementary flow solutions.

Vi$=0 [2.7]

2.2.2.2 Vortex filaments

In aerodynamic modeling, the elementary solution to Laplace’s equation for vortex flows
is particularly useful. A vortex is a flow where the velocity is constant on circular stream lines,
decreasing in magnitude with distance from the origin. Equation 2.7 is the velocity profile of a
potential vortex where r is the radius from the origin and " is the circulation strength as given by

Anderson (2005).

r
U, =— 2.7
¢ 2rr [2.7]

The extension of potential vortices into three-dimensions is the vortex filament, a closed
or infinite curve with concentrated vorticity of constant circulation strength along its length. The
filament induces a velocity field around it. The Biot-Savart law can be used to calculate the
induced velocity at any given point in the flow field, as shown in Figure 2.7, where a segment of
the straight line vortex filament L induces velocity on the point P. Equation 2.8 is an expression

of the discretized Biot-Savart law for the velocity at point P as given by Sebastian (2012).

10
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Figure 2.7: Vectors associated with the discretized Biot-Savart law (Sebastian, 2012)

Uinduced = L (|r1| +|r2|)(ri i r2) [28]
A (AARY Y

2.2.2.3 Lifting line theory

The true utility of vortex filaments is given by the Kutta-Joukowski theorem, Equation
2.9, which expresses the lift per unit span on a body in terms of the circulation about the body.
This allows a two-dimensional flow about an airfoil to be modeled as a potential vortex or a

three-dimensional finite wing to be modelled with vortex filaments.
i 1 2
L'= > pUCcdy=p U T [2.9]

Classical lifting-line theory was developed by Ludwig Prandtl to model finite wings. A
bound vortex filament is placed on the quarter-chord of the wing and extends from wing tip to tip,
or tip to root in the case of a wind turbine blade. However, vortex filaments must be infinite in
length or bound according to the Helmholtz theorem, so two trailing vortex filaments of equal
strength are placed at the wing end points, parallel to the free steam flow velocity. This
configuration is known as a horseshoe vortex and it is closed by a starting vortex filament, of
equal strength to the bound vortex and parallel to the trailing edge, which is shed and convected
downstream by the ambient flow. The trailing and shed vortices all induce velocity on the bound

vortices according to the Biot-Savart law. To model span-wise variations in lift along a wing,

11
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multiple or an infinite number of horseshoes vortices can be superimposed on the same lifting

line, resulting in a sheet of trailing vortices shown in Figure 2.8.

r
Distribution of bound circulation N2 Blade bound vortex
over span of blade (assumed located at c/4
constant over individual blade Blade control points
segments) located at 3¢
& Ty
Ty

Figure 2.8: Superposition of vortex filaments to form a lifting-line and trailing vorticity (Leishman, 2006)

To model unsteady changes in lift, the circulation strength along the lifting line span can
change with time. As a result, shed vortex filaments equal to the change in the bound vorticity
with respect to time are released into the wake. Trailing and shed vortices due to spatial and
temporal changes in bound vorticity, respectively, dynamically model the wake as a lattice

structure of vortex filaments.

An extension of lifting line theory is the free vortex wake model. Using Lagrangian
markers, vortex filaments are convected downstream by the free stream fluid velocity and the
self-induced velocity of the wake. This allows the structure of the wake to evolve with time as

shown in Figure 2.9.

12
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(e) (d)

Figure 2.9: Evolution of the vortex lattice wake structure over time (Sebastian and Lackner, 2012); (a) to,
(b) t1, (C) tz, (d) ta

Difficulties can arise when applying vortex models because the induced velocity
approaches infinity near the vortex origin. This is a result of potential vortices being over
idealized while true vortices experience viscous shear forces that significantly influence the
velocity profile near their origin. Through empirical observations, vortex core models have been
developed to account for the discrepancy between potential and physical vortices. Additional
corrections are also applied to account for vortex filament strain and stretching as a result of the
freely convecting wake. These topics are beyond the scope of this work, but are discussed in

detail by Leishman (2006) and Sebastian (2012).

13
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2.2.3 Wake Induced Dynamics Simulator

To address the need for more sophisticated methods for modeling the aerodynamics of
FOWTSs, the Wind Energy Center at the University of Massachusetts, Amherst, developed the
Wake Induced Dynamics Simulator (WInDS) through the work of Sebastian (2012) and updates
by deVelder (2014). WINnDS is a free vortex wake method potential flow code written in Matlab,
and used to model the aerodynamic loads on operating wind turbines and their wake
development. The main advantage of this modeling technique is the ability to superimpose
velocity contributions from different modes of forcing. The local velocity at a blade filament can
include contributions from the free stream, induced velocity from the wake, and velocity from the
platform motion, as shown in Equation 2.10. Thus, platform motion and off-axis flow are

explicitly accounted for in the aerodynamic model.

U=U_+U, jeq TY [2.10]

platform

The main WInDS algorithm is shown in Algorithm 1, as given by Sebastian (2012).
During simulation time stepping, the induced velocities due to wake effects are calculated to yield
the dynamic loads due to rotor-wake interaction. Structural motions of the platform, turbine, and
rotor are prescribed, either by user inputs or by importing output data from a FAST simulation.
FAST (Fatigue, Aerodynamics, Structures, and Turbulence) is a widely used computer-aided
engineering tool developed by NREL used for time-marching simulations of operating wind

turbines, outlined in detail by Jonkman and Buhl (2005) and Jonkman (2007).

Since WInDs is a potential flow model, the flow is assumed to be inviscid,
incompressible, and irrotational. Consequently, blade section level viscous effects cannot be
modeled. Coupling the model with a dynamic stall module has the potential to improve the

accuracy of the bound vortex strength calculations and thus the accuracy of the global model.

14
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Algorithm 1: WInDS Algorithm

Data: Turbine geometry and load conditions
Results: Turbine loads and wake geometry

[3XY

Import turbine geometry and load conditions
2 Determine position of blade nodes because of platform, turbine, and rotor
motions
Compute velocity of blade nodes via rotation sequence
Determine initial values for span-wise C; and I'houna Using Blade Element
Momentum theory
for all time steps
Compute Isheg and 1 irail
Compute vortex core size, including filament strain effects
Compute induction at all wake nodes via Biot-Savart law
Convect wake nodes via numerical integration
Compute new Ihoung Via iteration on Kutta-Joukowski theorem (Algorithm 2)

© oo ~NO Ol H~w

=
o

2.3  Dynamic Stall
2.3.1 Sources of unsteadiness

Robinson, et al. (1995), Huyer et al. (1996), and Sebastian and Lackner (2012) showed
that wind turbines operate in complex, unsteady flow fields at all times. This results in significant
deviation from the expected aerodynamic response from steady wind tunnel tests. Time varying
wind at the blade element can be caused by rotor yaw, ambient turbulence, blade flapping and
vibration, and induced wake effects, such as tower shadow. Since wind turbines operate at low
tip speed ratios, the incident wind is a significant portion of the flow velocity seen by a blade
element, especially for portions of the blade span closer to the root. As a result, sudden changes
in the wind speed or direction can cause dramatic changes in the angle of attack. Figure 2.10

shows changes in the local wind velocity for a blade element as a result of unsteady effects.
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Figure 2.10: Sources of unsteady forcing on a blade element (Leishman, 2006)

It can be useful to quantify the unsteadiness in a flow or forcing term. This is
accomplished using the reduced frequency (k) shown in Equation 2.1. The variable ® is the
angular frequency of oscillatory changes. Table 2.1 classifies the unsteadiness of flows based on
the reduced frequency according to Leishman (2006).

=

= [2.1]

Table 2.1: Reduced frequency ranges

Range Flow Type
k=0 steady
0<k<0.05 quasi-steady

0.05<k<0.2 unsteady
k>0.2 highly unsteady

2.3.2 Dynamic stall

McCroskey et al. (1976) first defined dynamic stall as the time varying phenomenon
where flow separates from a lift generating structure causing it to stall. It occurs whenever an
airfoil undergoes a time varying change in motion or incident flow, resulting in the effective
angle of attack exceeding the static stall angle. Flow separation is delayed to a higher angle of

attack than the static case, allowing greater lift to be achieved, as observed by Kramer (1932).

16
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Flow separation is initiated by a vortical disturbance shedding from the leading edge of
the airfoil. The vortex convects rapidly down the chord resulting in separated flow. While the
vortex is in the vicinity of the suction side of the airfoil, additional lift is induced. Additionally,
the center of pressure moves toward the trailing edge as the vortex convects down the chord.
This results in a nose-down pitching moment of the blade section which can cause undesirable
torsional loading, because flow separation is not uniform over the full length of the blade.
Aerodynamic damping can also be reduced due to separated flow, potentially resulting in blade
instabilities, referred to as stall flutter. Dynamic stall is therefore an important design
consideration since peak loads often occur during flow separation and increased blade vibration

and stresses could potentially exceed structural fatigue limits.

Section 2.2.3.1 discusses the flow morphology in greater detail and Section 2.2.3.2 will
discusses modelling methods for dynamic stall. Chapter 3 discusses implementation of the

Leishman-Beddoes dynamic stall model in detail.

2.3.3.1 Flow morphology
Dynamic stall can be divided into five stages as shown in Figure 2.11. Leishman (2006)

has provided a useful overview of this process.
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Figure 2.11: Progress of dynamic stall (Leishman, 2006)

At Stage 1, the static stall angle is surpassed, yet flow separation is delayed and lift
continues to increase with angle of attack. This can be explained in part by classical 2-D thin
airfoil theory and Theodorsen’s Theory (1935). When circulation about an airfoil changes (i.e.
lift changes), an equal and opposite circulation is shed into the wake at the trailing edge. This
counter-circulation in the wake induces a down washing force on the airfoil which delays vortex

formation.

In addition to wake effects, leading edge pressure and pressure gradients are reduced by a
positive pitch rate compared to the steady case, a well know phenomenon studied by Ericsson
(1967), Carta (1971), Ericsson and Redding (1972), Johnson and Ham (1972), McCroskey
(1973), and Beddoes (1978). As the airfoil pitches away from the incident flow, the airfoil

camber is effective changed. Adverse pressure gradients are also curbed by the development of
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unsteady flow reversals in the boundary layer according to work by McAlister and Carr (1979).

A combination of these effects creates a delay in flow separation beyond the static stall angle.

Once the pressure gradient at the leading edge become sufficiently high, viscous shear
forces cause a vortex to form as the flow folds in on itself. This was first modelled by Ham
(1968) and represents Stage 2 in Figure 2.11. The vortex is unstable and quickly convects down
the airfoil at approximately 1/3 to 1/2 the free stream velocity during Stage 3. The center of
pressure moves toward the trailing edge as the vortex moves aft. Additional lift is provided by
the vortex until it passes the trailing edge at which point the flow is fully separated and Stage 4
begins. The airfoil undergoes a sudden drop in lift, a peak nose-down pitching moment, and high

drag.

As the angle of attack decreases below the static stall angle, flow begins to reattach.
However, this process experiences a similar lag as flow detachment as discussed in Green and
Galbraith (1995). The delay is brought on by the reorganization of the flow on the suction side as
flow reattaches. A negative pitch rate also causes decreased lift, opposite of the effect described
in Stage 1. The angle of attack must therefore decrease below the static stall limit for flow to
become fully attached. Once reattached, Stage 5 is reached and the cycle is completed. Delays in
flow detachment and reattachment result in a hysteresis effect, shown in the lift plot in Figure

2.11, that is characteristic of dynamic stall.

2.3.3.2 Modeling dynamic stall

Due to the nonlinear, transient, viscous forces during flow separation, dynamic stall can
only be rigorously modeled by numerically solving the Navier-Stokes equation. This makes
computational fluid dynamics (CFD) with sophisticated turbulence models the ideal method to
predict dynamic stall onset and effects. However due to the complexity of the problem, current

models are insufficiently accurate to justify the large computational expense. According to Sims,
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et al. (2001), as the cost of computational resources continue to decrease, CFD models will more
accurately capture the physics of dynamic stall. Even if these models yield improved results, the
large computational expense and long run-times will still make CFD impractical for design work

which requires extensive simulations and load-cases.

Since dynamic stall is an important consideration in calculating aerodynamic loads and
for blade and rotor design, less precise methods have been developed that employ simplified
physical representations augmented with experimental data from 2D unsteady airfoil experiments.
These semi-empirical or engineering level models are a balance between accurate load
predictions and computational complexity. They vary widely by the methods they employ and
the amount of experimental data required. Leishman (2002, 2006) has written an overview of

these modeling techniques.

Semi-empirical methods can offer significant improvements in model performance, but
they have several inherent weaknesses. Typically, empirical coefficients are derived using
parameter ID methods that are only accurate over the range of Mach numbers, Reynolds numbers,
excitation frequencies, and airfoil shapes represented in the experimental data. Furthermore, their
accuracy is dependent on the quality of the experimental data, which can be problematic since
airfoil experiments are notoriously difficult to repeat between different experimental setups,
discussed by Tangler (2002). This makes validation of these models essential and care should be

taken when applying them to problems outside their design conditions.
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CHAPTER 3

LEISHMAN-BEDDOES DYNAMIC STALL MODEL

3.1 Overview

The Leishman-Beddoes (L-B) method is a commonly used semi-empirical model of

dynamic stall, developed by Beddoes (1983), Leishman and Beddoes (1986, 1989), Leishman

(1989), and Tyler and Leishman (1992). At a given blade element, the wind velocity is the main

input and the aerodynamic loads are the output, allowing the dynamic model to replace

experimental data table look ups. The L-B model is based on simplified physical representations

of the flow morphology. The model is divided into four subsystems shown in Figure 3.1:

unsteady attached flow, trailing edge flow separation, leading edge flow separation, and vortex

shedding. Representation of complex viscous effects are avoided through the use of empirically

derived time constants from unsteady, 2-D oscillating or plunging wind tunnel experiments. The

subsequent sections outline the theory behind each subsystem and additional modelling

considerations such as subsystem interaction.

Forcing (input)

.¢

Unsteady attached
flow module

Y

—

Nonlinear trailing-edge
separation module

]

Time
constant
modifications

_| Vortex shedding

A J

Leading-edge flow
separation module

Time
constant
modifications

module

Output of airloads

Figure 3.1: Dynamic stall flowchart (Leishman, 2002)
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3.2  Unsteady Attached Flow

Under attached flow conditions a blade element experiences dynamically changing
aerodynamic loads due to unsteadiness in the flow field, motion of the airfoil, and induced forces
from the wake. An unsteady attached flow model is therefore a prerequisite to modeling dynamic
stall. Wagner (1925) derived an expression for the coefficient of lift, C, on a thin airfoil for a

step change in angle of attack, «, in incompressible flow as
C (t)=%c5(t)+27m¢(s) [3.1]

Where () is the Dirac-delta function representing a step change and ¢ is the Wagner
function which approximates the wake effects. The Wagner function is determined based on s,

the dimensionless distance traveled by the airfoil in semi-chords defined as
2 t
s=—|U(t)dt 3.2
- j (t) [3.2]

The first term of Equation 3.1 represents the apparent mass while the second term
represents the circulatory effects of the wake. The Wagner function is determined using indicial
response theory, which states that the response of a non-linear system to an arbitrary time-
dependent input can be calculated if the characteristic response of the system is known. The
indicial response of the system can be solved exactly for incompressible flow using a Duhamel

integral for an arbitrary forcing function, shown in Equation 3.3.
y(t)= f(o)¢(t)+jd—¢(t—a)da [3.3]

Where y(t) is the output of the system, f(t) is a general forcing function, and ¢ is time
variable of integration. Use of the Durhamel integral is based on the principle that the response

of the system can be linearized and determined by the superposition of multiple indicial responses
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to different modes of forcing. Unfortunately, analytical and numeric solutions to the Wagner
function are too computationally intensive for most applications. Rather, it may be replaced with

an indicial exponential approximation of the form
#(s)=1-Ae™ —Ae™ [3.4]

Equation 3.4 was first used to approximate the Wagner function by Jones (1938, 1940)
for specific cases and generally by Beddoes (1984). The indicial coefficients A:, A;, b1, and b,
are empirically derived by system identification methods from unsteady airfoil data. Beddoes
determined the normal force indicial response for the step changes in angle of attack («) and non-

dimensional pitching rate (q = cc/V ), Equations 3.5 and 3.6 respectively.

C, 4 21
o _ T e M e M
PRty g (s,M)+ 5 ¢ (M) [3.5]
C”u _ 1 nc T ¢
o ~m % EM)+odi(sM) [3.6]

Where M is the Mach number and #=+1—-M?2 . The indicial functions for the
circulatory terms are assumed to be equal, that is
# (s M) =5 (M) =1-Ae ™™ — A [37]

Using Equation 3.7, the circulatory contribution to coefficient of lift can be expressed as

a function of angle of attack in terms of the Duhamel integral. This representation is shown in

Equation 3.8 where C_ is the steady normal force curve slope for attached flow, 2n/radian under

thin airfoil theory. The Duhamel integral can be represented as an effective angle of attack, o,

which accounts for the flow history, Equation 3.9.
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c,(t)=C, [a(t0)¢(s)+ sda(a)qﬁ(s—a)da} [3.8]

C(t)=C, a,(t) [3.9]

Beddoes (1976, 1984) solved the Duhamel integral to express ae in terms of deficiency

functions acting on the angle of attack, shown in Equations 3.10 to 3.12.

a, =a,— X, =Y, [3.10]
X, =X, 6% ¢ AAg,e 2 [3.11]
Y, =Y, e A A e 2 [3.12]

The non-circulatory added mass term is a result of the airfoil displacing fluid as it
undergoes pitching and plunging. For compressible flows, the non-circulatory term also accounts
for the propagation of acoustical compression and expansion waves. The indicial response
functions for angle of attack and pitch